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Workshop Premises & Challenge

ACMOS transistors will soon
A Post-CMOS technologies not ready

A Computer system superiority central to US security,
government, education, commerce, etc.

A Key guestion: How to advance computer systems
without (significant) technology progress?

Approved for Public Release, Distribution Unlimited



System Capability (log)

>

The Graph

80s

90s

00s 10s 20s 30s

Approved for Public Release, Distribution Unlimited

40s

50s

o4



Surprise 1 of 2

ACan Harvest in the OFall owbo
A 2decades of Mo or elikesperf./®mergy gains

AWring out inefficiencies use

HW/SW Specialization/Co -design (3-100x)
Reduce SW Bloat (2 -1000x)
Approximate Computing (2 -500x)

~1000x = 2 decades of Mo
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A Systems must exploit LOCALITY -AWARE parallelism

A Parallelism Necessary, but not Sufficient
AAs communicationds energy <co

AShoul dndt be a surprise, but

A Both surprises hard , requiring 0 ver ti cal cut 6
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Outline

A Workshop Background & Organization
o Participants
o Organization
o Output

A Workshop Insights & Recommendations
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48 Great Participants

A Participant distinctions

o)
0)
0]
0]
o)

6 members of the National Academy of Engineering
7 fellows and senior fellows from industry

12 ACM or IEEE fellows

2 Eckert-Mauchly award recipients

8 Assistant/Associate professors

A Diverse institutions (some in two categories):

0)
0]

0]
0]

52% (25) universities
31% (15) industry

A AMD, ARM , Google, HP, Intel, Microsoft , Oracle, Nvidia , Xilinx

12% (6) IDA, Lincoln Labs, SRI
8% (4) DARPA
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Workshop Organization

A Pre-workshop prep
o0 1-page position statement & bios distributed beforehand

A Day 1
o Two keynotes

A Dr. Robert Colwell (DARPA)
A Dr. James Larus (Microsoft)

o Five break -out sessions (3.5 hours)
0 Break -out summaries/discussion (1.5)

A Day 2
0 Speed dates (3*15 minutes one -on-ones)
0 Break-out sessions w/ 2 new groups (3)
0 Better break -out summaries/discussion (1.5)
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The Workshop Output

Interaction!

Alfyoudre smart, what vyou do is
make connections, you have to have inputs. Thus, try to
avoid having the same exact inputs as everyone else.
Gain new experiences and thus bring together things no
one has brought together before . 0Steve Jobs

A Thisoutbrief
A 36 position statements
A Break-out session notes & presentations

Approved for Public Release, Distribution Unlimited
® ®11



Outline

A Workshop background & Organization

A Workshop Insights & Recommendations
o0 Hook & Graph

0 Research
1. HW and SW specialization and co -design
2. Reduce SWhloat
3. Approximate computing
4. Locality -aware parallelism

o Delta & Impact

o Backup (including participant survey data)
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The Hook: For Decades

ACMOS Scaling: Memare 8csling aw +
0 2.8x in chip capability per generation at constant power

A ~5,000x performance improvement in 20 years
0 A driving force behind computing advance

Scale chip features down 0.7x per process generation

1.4x faster

transistors A | 0.7x

capacitance
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The Hook: Future

AMaybe Moor e 6 sDehnard scalindi O
oCanodét scale down voltages; scal

A ~32x gap per decade compared to before
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The Hook: Cost

A Future scaling failing to reduce transistor cost!
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The Need

A Computer system superiority is central to
o US security
o Government,
o Education,
o Commerce, etc.

A Maintain system superiority w/o CMOS scaling?

A Extend development time for CMOS replacement?

Approved for Public Release, Distribution Unlimited
® 016



The Graph
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A Fallow period (until CMOS replacement)
A Can we improve systems during this period?
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The Research

Four main directions identified

1. HW/SW specialization and co -design
2. Reduce SW bloat

3. Approximate computing

4. Locality -aware parallelism
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HW/SW Specialization & Codesign

A Now: General purpose preferred; specialization rare

A Want: Broad use of specialization at lower NRE cost
0 Languages & interfaces for specialization & co -design
o HW/SW technology/tools for specialization
o Power & energy managementas co  -design

A Apps: Big data, security, mobile systems, ML/Al on UAV
systems, é&

A Areas: 1/0, storage, image/video, statistical, fault -tolerance,
security, natural Ul, key -value loopups, e
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Spectrum of Hardware

Specialization

Metric Ops/ mm 2 Ops/ Watt Time to Soln NRE

Normalized to 1 1 1 y

General -Purpose (programming GPP)

Specialized ISA 2-3

(domain specific) 1.5 3-5 (designing &) 1.5
programming

Progr. 2.3

Accelerator 3 5-10 (designing & 2-3

(domain specific) programming)

Fixed 10

Accelerator 5-10 10 (SoC design) 3-5

(app specific)

Specialized Mem 10

& Interconnect 10 10 (SoC design) 10

(monolithic die)

Package level 5

integration 10+ 10+ (silicon 5

(multp die: logic,mem,analog) interposer)
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Reduce SW Bloat

A Now: Focused programming productivity
o Launch complex, online services within days

o But bloated SW stacks w/ efficiency obscured
A Next slide: 50,000x from PHP to BLAS Parallel

A Want: Improve efficiency w/o sacrificing productivity
oAbstractions for SW efficiency (
o Performance -aware programming languages

o Tools for performance optimization (esp. w/ composition)
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PHP 9,298,440 ms 51,090x
Python 6,145,070 ms 33,764x
Java 348,749 ms 1816x
© 19,564 ms 107X
Tiled C 12,887 ms 71X
Vectorized 6,607 ms 36X
BLAS Parallel 182 ms 1

A Can we achieve PHP productivity at BLAS efficiency?
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