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Abstract

Portable systems demand energy efficiency in order to maxi-
mize battery life. IRAM architectures, which combine DRAM and
a processor on the same chip in a DRAM process, are more energy
efficient than conventional systems. The high density of DRAM per-
mits a much larger amount of memory on-chip than a traditional
SRAM cache design in a logic process. This allows most or all
IRAM memory accesses to be satisfied on-chip. Thus thereis much
less need to drive high-capacitance off-chip buses, which contribute
significantly to the energy consumption of a system. To quantify this
advantage we apply models of energy consumption in DRAM and
SRAM memories to results from cache simulations of applications
reflective of personal productivity tasks on low power systems. \We
find that IRAM memory hierarchies consume asllittle as 22% of the
energy consumed by a conventional memory hierarchy for memory-
intensive applications, while delivering comparable performance.
Furthermore, the energy consumed by a system consisting of an
IRAM memory hierarchy combined with an energy efficient CPU
coreisas little as 40% of that of the same CPU core with a tradi-
tional memory hierarchy.

1 Introduction

Energy efficient computing is growing in importance. Sales of
laptop and notebook computers have been steadily climbing, and
applicationsfor portable computing arelikely to continueto grow in
the near future, in areas such as PDAS (personal digital assistants),
smart phones, GPS (global positioning system) receivers, and other
“anywhere-anytime” consumer computing devices [17][10]. The
increasing prevalence of portable computing has promoted energy
efficiency from a concern primarily of circuit designers to an is-
sue of genera interest to the computer architecture community
[30][28]. Hence this area has received significant research atten-
tion [3][16][4][5][21].

Due to recent advances in flat-panel displays and disk power
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management, the share of the energy in portable systems consumed
by the processor and external memory is growing [20]. Within
processors, often alarge percentage of energy is devoted to on-chip
memory [25][38][39][16].

Our godl is to reduce the energy consumed by the memory
system. Integrating a microprocessor and DRAM memory on the
same die, an ideathat we call Intelligent RAM (IRAM)[31], offers
the potential for dramatic improvementsin the energy consumption
of the memory system. DRAM is much denser than SRAM, which
istraditionally used for on-chip memory. Therefore, an IRAM will
have much fewer external memory accesses, which consume agreat
deal of energy to drive high-capacitance off-chip buses. Even on-
chip accesses will be more energy efficient, since on-chip DRAM
consumes less energy than either SRAM or off-chip DRAM.

Previous work has examined how IRAM can be utilized to im-
prove performance [33][40]. This has been motivated by the expo-
nentialy growing performance gap between processors, which are
increasing in performance at arate of 60% per year, and memory ac-
cesstimes, which are only getting approximately 7% faster per year
[18][46]. AnIRAM has both lower latency and higher bandwidth
between the processor and the memory compared to a conventional
architecture, offering the potential for high performance. A poten-
tial challenge to the performance of IRAM implementations is the
speed of logicin a DRAM process.

The contribution of this paper is to evaluate to what extent an
IRAM design reduces the energy consumption of the memory sys-
tem. We compare an IRAM to a conventional approach for two
different die sizes, using appropriate ranges to account for the po-
tential differencesin areabetween DRAM and SRAM and the speed
of aprocessor inaDRAM process. Using cache simulations of sev-
eral applications reflective of persona productivity tasks on low-
power systems and models of the energy consumption in DRAM
and SRAM memories, we cal culate the energy consumption of the
memory hierarchy and performance for the various architectures.
We find that the IRAM memory hierarchy consumes as little as
22% of the energy compared to a conventional implementation for
memory-intensive applications, while delivering comparable per-
formance. Furthermore, the energy consumed by a system con-
sisting of an IRAM memory hierarchy combined with an energy
efficient CPU coreis aslittle as 40% of that of the same CPU core
with atraditional memory hierarchy.

The remainder of the paper is organized as follows: Section
2 discusses various system metrics, including power and energy.
Section 3 discusses potential energy and performance benefits of
IRAM. Section 4 presents several alternative architectures and our
methodology for evaluating them. Section 5 presents the results
of our evaluations. Section 6 summarizes related work, Section 7
suggests future work, and Section 8 presents our conclusions. A
more detailed discussion of the energy consumption models used



for our evaluationsisincluded as an Appendix.

2 Metrics

Various metrics provide different perspectives on the characteristics
of a portable computer system.

2.1 Power

Traditionally, the unit of concern for portable devices has been
power, measured in Watts. Power represents the amount of energy
consumed per unit time: Power = Energy/Time.

Power is a useful metric for certain concerns. The amount of
power required by a system determines, for a fixed voltage, how
much current abattery or other power source must be ableto deliver.
Also, higher power leads to high temperature, which in turn leads
to more expensive packaging and a cooling system that can be more
expensive, larger, and heavier.

2.2 Energy

As anyone who has ever used a portable computer can attest, the
overriding concernfor auser of suchasystemisbattery life. Battery
lifeismeasured in units of energy, not power. Energy isthe product
of power and time, i.e,, Energy = Power - Time. For agiven
amount of work, what matters most to the user is how much energy
isrequired to do that work.

Thus energy efficiency, measured in energy consumed per in-
struction, or MIPS per Watt, is a better metric than power for
measuring how a given machine best utilizes limited battery life
[6][45][16]. Energy per instruction and MIPS per Watt are in-
versely proportional to each other, as can be seen fromthefollowing
relationship:

Watts

Energy Energy/Sec ~
MIPS

Instruction = Instruction/Sec

Power can be adeceiving metric, sinceit doesnot directly relate
to battery life. For instance, if the clock rate of a processor is cut
in half, then the processor will consume approximately half the
amount of power, assuming that the voltage is held constant, since
Power = Frequency - Capacitance - Voltage?. However, if
all elseis kept equal, it will now take approximately twice as long
to execute a sequence of instructions. Thus the energy consumed
by the processor for some given amount of work will be roughly
the same.! Even worse, since the task will take longer, the energy
consumed by the display and other components of the system will
be greater.

At the extreme, slowing the frequency down to zero and putting
the processor in sleep mode wins if processor power consumption
isthe only metric, yet this alows no work to be accomplished.

2.3 Performance

Besides energy efficiency, users are also concerned about perfor-
mance. Usersof portablesarewilling to tolerate lower performance
than a desktop system has, but performance still matters. Portable
systems are being used increasingly for more demanding applica-
tions that require higher performance. Examplesinclude preparing
large, graphical presentations, audio and video playback, handwrit-
ing recognition, and speech recognition. The goal is to be able to
deliver high performance while still maintaining energy efficiency.

'Reducing the clock rate may also make it possible to lower the voltage [45],
which would reduce both energy and power consumption, at the cost of decreased
performance.

[ @ Hard Disk
ODC-DC loss
OVideo
HLCD
OCPU & Memory

1992 1993 1994 1995

Power (Watts)

Year

Figure 1: Notebook Power Budget Trends

In general, performance is measured by the execution time
of a workload. However, we use MIPS to compare the perfor-
mance of different systems on a given application since we limit
our consideration to a single executable for a single instruction set
architecture{18].

3 Benefits of Processor-Memory Integration

3.1 Energy Components of Current Systems

Given that portable devices, and hence energy efficient systems,
are becoming more prevalent, it is useful to examine where the en-
ergy is consumed in such adevice. Figure 1 shows the breakdown
of the power consumption over time in IBM ThinkPad notebook
computers [20]. Whereas the power used to be dominated by the
screen, over time the CPU and memory are becoming an increas-
ingly significant portion of the power budget. In smaller handheld
portabledevices, such asthe Apple Newton and U.S. RoboticsPilot,
thereisno disk and the screen consumes much lesspower. TheLCD
on the original Newton consumed only 5 mW for static images, for
example [6]. Hence, for these systems the power consumption of
the CPU and memory is an even larger fraction of the total.

There are three partsto the portion |abeled “ CPU and Memory”
in Figure 1: CPU core, on-chip caches, and external memory.
The introduction of low power CPU cores places an even greater
emphasis on the energy consumed by the memory system, both
on-chip and off-chip. Considering only the on-chip costs, several
studies show aroughly equal division of power or energy (different
studies used different metrics) between CPU and memory.

StrongARM [25][38], a microprocessor by Digital that imple-
ments the ARM instruction set, delivers 183 Dhrystone MIPS at
160 MHz while dissipating less than 0.5 W. The 32 KB of on-chip
caches consume 43% of the CPU power.

Sato, Nagamtsu, and Tago [39] used a power simulator of a
generic RISC processor, examining both the current drawn by the
various components and the percentage of time those components
are used. Their resultsindicate that the instruction and data caches
consume 60% of the total processor power.

Gonzalez and Horowitz [16] show in their simulations that 25-
40% of the energy on amicroprocessor is dissipated by the on-chip
caches. They note that although each individual memory cell dissi-
pates very little energy, the total represents a very significant sum.
They are pessimistic that the combined goals of energy efficiency
and performance can improve significantly since the energy is dis-
sipated in so many small units. They feel that only a“radical new
architecture” can significantly improve this situation.



diesize Small Large
implementation Conventional IRAM Conventiona | IRAM
CPU frequency || 160 MHz 120 MHz (0.75 X) to 160 MHz 120 MHz (0.75 X) to
160 MHz (1.0 X) 160 MHz (1.0 X)
technology 0.35 um logic 0.35 um DRAM 0.35 umlogic 0.35 um DRAM
L1 config 16KBI1+16KBD 8KBI+8KBD 8KBI+8KBD 8KBI1+8KBD
L1 associativity || 32-way 32-way 32-way 32-way
L1 writepolicy | write-back write-back write-back write-back
L1 block size 32 Bytes 32 Bytes 32 Bytes 32 Bytes
L1type SRAM on-chip SRAM on-chip SRAM on-chip SRAM on-chip
L1accesstime || 1lcycle lcycle 1cycle 1lcycle
L2 config - 256 KB (16:1) to 256 KB (32:1) to -
512 KB (32:1) unified 512 KB (16:1) unified
L2 associativity - direct-mapped direct-mapped -
L2 write policy - write-back write-back -
L2 block size - 128 Bytes 128 Bytes -
L2 type - DRAM on-chip SRAM on-chip -
L2 accesstime - 30ns 3 cycles(18.75 ns) -
main memory 8 MB DRAM off-chip 8 MB DRAM off-chip 8 MB DRAM off-chip 8 MB DRAM on-chip
memory latency || 180 ns 180 ns 180 ns 30ns
bus width narrow (32 hits) narrow (32 hits) narrow (32 hits) wide (32 Bytes)

Table 1: Architectural Models Used for Evaluation. The SvALL and LARGE models roughly correspond to the die sizes given in Table
2. It is economically feasible to build large memory arrays by using redundancy. StrongARM'’s caches, in contrast, use no redundancy.
Memory capacity and speed differentials between the CONVENTIONAL and IRAM models, including the variations in CPU frequency and
L2 cache size, are based on the arguments presented in Sections 4.1 and 4.2 respectively. All caches are write-back to minimize energy
consumption from unnecessarily switching internal and/or external buses. The 30 ns on-chip DRAM accesstimeisbased on [24], the 180 ns
off-chip accesstimeisbased on [11], and the 18.75 nson-chip L2 SRAM cache accesstime is chosen to be slightly larger than the on-chip L2
cache of the Alpha 21164A [8], which is dightly smaller (96 KB). The “narrow” bus width matches StrongARM, and the “wide” bus width
takes advantage of the additional bandwidth available to main memory in an IRAM configuration. Note that it is only sensible to perform
comparisons between SMALL-CONVENTIONAL and SMALL-IRAM and between LARGE-CONVENTIONAL and LARGE-IRAM. The SMALL and
LARGE models correspond to different die sizes and are not meant to be compared to one another.

3.2 IRAM Energy Benefits

Although the concept of IRAM may represent a somewhat “radi-
cal” implementation, the integration of processor and memory has
the potential to improve energy efficiency with arelatively simple
system architecture.

There are numerous ways in which processor and memory can
be integrated: 1) putting SRAM memory with a CPU in a logic
process; 2) putting CPU logic with memory in a DRAM process;
3) putting DRAM memory with aCPU in alogic process. The first
idea represents the conventional approach, using SRAM caches for
on-chip memory. The second idea is what we are suggesting for
IRAM. Thethird ideahas anumber of technological disadvantages,
including a significant loss in memory density and a much higher
refresh rate for the DRAM, due to DRAM process optimizations
which are not present in alogic process [12]. Therefore, we only
consider the first two approaches.

IRAM hasanumber of advantages over aconventional approach
in achieving energy efficiency. First, DRAM is more energy effi-
cient than SRAM per memory access, so accesses to the on-chip
memory consume less energy. More importantly, since DRAM is
much denser (see Section 4.1), more memory can reside on-chip,
allowing some applications to become entirely chip-resident and
significantly reducing the frequency of off-chip accesses for other
applications. Driving high-capacitance off-chip buses requires a
large amount of energy, so significantly reducing the number of off-
chip accesses dramatically reducesthe overall energy consumption.

3.3 IRAM Performance Benefits and Challenges

IRAM aso has the potentia for higher performance than a con-
ventional approach. Even without considering architectural mod-

els specifically tailored to exploit the low-latency, high-bandwidth
characteristics possible from an IRAM organization, the significant
density improvement for DRAM over SRAM can result in higher
performance for IRAM. As with the energy efficiency advantages,
thebigwinfor IRAM isthat many more memory accesses can stay
on-chip, which can significantly reduce the average memory access
time. However, there are two limitations which might offset this
benefit. First, access to a DRAM array is somewhat slower than
an SRAM array. Second, logic in a DRAM process may initialy
be slower than logic in a state-of-the-art logic processes, leading
to a lower CPU (see Section 4.2). The improvements due to the
reduction in off-chip memory accesses will have to be greater than
these dlowdownsfor thereto be an overall increasein performance.

4 Methodology

To quantitatively investigate the energy efficiency and performance
merits of IRAM, we compared the architectures listed in Table
1. The models assume commercialy available logic and DRAM
semiconductor processes. We use the models to estimate the be-
havior of a small, conventional CPU in a logic process (SMALL-
CONVENTIONAL); that same CPU implemented in aDRAM process
(SMALL-IRAM); alarge DRAM die with a CPU added (LARGE-
IRAM); and a similarly large die implemented in a logic process
(LARGE-CONVENTIONAL).

In order to determine the characteristics of the models used to
evaluate IRAM versus conventional architectures, two questions
that need to be addressed are the area differences of DRAM and
SRAM and the speed differences of logic in a DRAM versus logic
process.



| [ StrongARM | 64MbDRAM |

process 0.35 um CMOS | 0.40 um CMOS

memory cell size 26.41 pm? 1.62 pum?

number of memory bits || 32 KB + tags 64 Mb
=287,744 =67,108,864

total chip area 49.9 mm? 186.0 mm?

total areaof memory 27.9 mm? 168.2 mm?

K bits per mm? 10.07 389.6

Table2: Memory Cell Parameters For Typical Microprocessor
[25][37] and DRAM Chipg[24]

4.1 Area Differences

As mentioned previoudly, the density of a DRAM array in a
DRAM processismuch higher than that of SRAM inalogic process.
The ratio of the number of cells per unit area for DRAM versus
SRAM is much greater than the 4:1 or 6:1 figure that one would
assume if the only relevant factor was the number of transistors,
four or six for an SRAM cell versusasingle transistor for aDRAM
cell [12]. DRAM storage cells use pseudo-3-dimensional trench or
stacked capacitors to achieve very small cell sizes[35]. AsTable 2
shows, the DRAM cell size for a64 Mb DRAM implemented in a
0.4 pm CMOS process[24] is 16 times smaller than the SRAM cell
sizefor StrongARM [37]. If the DRAM feature sizeis scaled down
so that the comparison isfor the same size process (0.35 pm), then
the cell sizeis 21 times smaller.

What ismoreimportant, however, isto comparethetotal amount
of memory that can fitin agiven areawhen all circuits and intercon-
nect that make up the entire memory array are taken into account.
Examining the cell efficiency (bits of memory per unit area) shows
that the 64 Mb DRAM is effectively 39 times more dense than the
StrongARM. After again scaling the DRAM parametersto make an
equal process comparison, the DRAM is 51 times more dense!

These numbers can be used to obtain an approximate value for
the differences in memory capacity of aconventional and an IRAM
architecture, given a fixed chip area. However, it is difficult to
precisely quantify this for all cases, due to a nhumber of extenu-
ating circumstances. The comparisons above use chips with very
different die areas, and the actua ratio obtained between two im-
plementations is somewhat dependent on implementation-specific
design decisionsaswell asthe absolute size of thearray —it iseasier
to make amemory array denser asit getslarger. Also, logic circuits
in a DRAM process will be somewhat larger than logic circuits
in a corresponding logic process. Therefore, to obtain equa total
area, somewhat less area will be available for the memory array.
Thissituationislikely toimprove as future DRAM generations add
additional metal layers, enabling more optimal layout of logic. Rec-
ognizing these factors, we are conservative when picking DRAM to
SRAM capacity ratios used in the models, and instead of limiting
our analysis to asingle value, we use arange. The bounds of this
range are obtained by rounding down the cell size and bits per unit
arearatios to the nearest powers of 2, namely 16:1 and 32:1.

4.2 Speed Differences

Logic processes are optimized for fast transistors and intercon-
nect, and DRAM processes are optimized for density and retention.
Due to these different process characteristics, logic gates are cur-
rently slower in a standard DRAM process than a standard logic
process, resulting in a CPU speed that may be slower in an IRAM
than a conventional processor [19]. The precise slowdown varies
by the manufacturer and the process generation. While logic cir-
cuits implemented in a DRAM currently have a speed disadvan-
tage, ongoing trends in the DRAM industry will likely aleviate

thisdifficulty. DRAM processes are beginning to incorporate faster
transistorsto support synchronousDRAM, and some DRAM manu-
facturersarealready devel oping merged | ogic and DRAM processes
in an attempt to get the best features of both on asingledie. A panel
of DRAM experts at the 1997 ISSCC [23] agreed that soon it will
be possible to achieve the same performance from logic transistors
inaDRAM process compared to alogic process, abeit at a modest
(20-30%) increase in cost per wafer.

To address the question of transistor speeds in DRAM versus
logic processes, we cal culate our performance results for arange of
CPU speeds for the architectures implemented in DRAM technolo-
gies. Wevary the CPU speed from 0.75 as fast to equal in speed to
the architectures implemented in logic processes. We expect that
the low end of the range characterizes what an IRAM implemen-
tation might face today, while the high end of the range reflects
DRAM processes likely to be available in the future.

4.3 Architectural Models

The SMALL-CONVENTIONAL design is architecturally similar to
StrongARM [25][38], a low-power implementation of the ARM
architecture by Digital that delivers 183 Dhrystone MIPS while
dissipating under 0.5 W at 160 MHz.2

The SMALL-IRAM model addresses what the SMALL-
CONVENTIONAL CPU would look like if implemented in a DRAM
process given current technology, and if the overall chip area was
kept constant. Since asingle-cyclefirst level cache accessis desir-
able for good performance, and access to an on-chip DRAM array
is slower than that, we chose not to simply change the 32 KB of
SRAM cache into a DRAM cache of similar area for the SMALL-
IRAM model. Instead, we split the area originally allocated for the
cache into two. Half of the areais allocated to a conventional L1
SRAM cache, and the remaining area is implemented as DRAM,
organized as an L2 cache.

We consider L2 cache sizes of 256 KB and 512 KB, which
corresponds to a density increase for DRAM compared to SRAM
of 16:1 and 32:1 respectively (see Section 4.1). We consider CPU
speeds between 120 and 160 MHz, which cover a range of speeds
for logicinaDRAM process from 0.75 as fast to no slowdown (see
Section 4.2).

The LARGE-IRAM model approaches the problem from a dif-
ferent angle: instead of starting with an existing CPU architecture
and modifying it to beimplemented inaDRAM process (with com-
parabletotal area), we start witha DRAM chip and add aCPU. We
choose a64 Mb DRAM chip, which is roughly comparable to 0.35
pm logic technology; both represent the state of the art available
today in commercia implementations. This gives8 MB of DRAM
memory on-chip, which is large enough to be considered the main
memory for many applications, especidly in portable systems. We
therefore assume that the on-chip DRAM array is main memory
rather than an L2 cache. All memory references are assumed to be
satisfied on-chip. Just as in the previous case (SMALL-IRAM), we
desirefor the CPU to be ableto access most memory referencesin 1
cycle, so we again add afirst level SRAM cache (again, 8KB | + 8
KB D). Based on the same arguments as before (see Section 4.2), we
consider CPU speeds of 120 and 160 MHz to address the potential
speed differential between logic in DRAM and logic processes.

TheLARGE-CONVENTIONAL model roundsout thefour architec-
tures studied by assuming roughly the same die area as the LARGE-
IRAM model, but using alogic processinstead. The large, on-chip
memory array is therefore composed of SRAM cells. Based on the

2While 32-way set associativity may seem somewhat excessive, the StrongARM
designers note that only 4-way associativity was desired for performance goals. Addi-
tiona design requirements of single cycle access and bank selection led to the highly
associative cache asaresult. See [38] for details. We choose to keep the same 32-way
set associativity for the L1 cache for all of our models to enable fair comparisons.



16K L1 16K L1
benchmark || instructions | miss D miss | % mem ref description
hsfsys 1.8 hillion 0.01% 5.2% 27% | Form-based handwriting recognition system; 1 page (55 MB)
noway 83 hillion 0.02% 5.7% 31% | Continuous speech recognition system; 500 words (20.6 MB)
nowsort 48 million 0.0031% 6.9% 34% | Quicksorts 100-byte records with 10-byte keys (6 MB)
gs 3.1 billion 0.70% 3.0% 22% | Postscript interpreter; 9-chapter text book (7 MB)
ispell 26 hillion 0.02% 2.0% 13% | Spelling checker; histories and tragedies of Shakespeare (2.9 MB)
compress 49 hillion | 0.000003% 9.3% 30% | Compresses and decompressesfiles; 16 MB
go 102 billion 1.3% 3.0% 31% | Playsthe game of Go against itself three times
perl 47 billion 0.33% | 0.63% 38% | Manipulates 200,000 anagrams and factors 250 numbersin Perl

Table 3: Benchmarksand Data Sets Used For Evaluation. Hsfsys[14] isfrom the National Institute of Standards and Technology (NIST),
and noway [36] was written at the University of Sheffield. Nowsort was developed at the University of California-Berkeley. Ghostscript (gs)
and ispell are well-known utilities. The final three benchmarks are from the SPECint95 benchmark suite [42]. Cache miss rates are for the
SMALL-CONVENTIONAL model only and are meant, along with the percentage of instructions which are memory references (loads/stores), to

give an overview of the memory behavior of each program.

DRAM SRAM
L1 [ [2
Internal power supply 2.2V 15V 15V
Bank width 256 bits | 128 bits | 128 hits
Bank height 512 bits | 64 bits | 512 bits
Bit line swing (read) 11v 0.5v 0.5v
Bit line swing (write) 11v 15v 1.5v
Sense amplifier current — | 150pA | 150pA
Bit line capacitance 250fF 160fF | 1280fF

Table4: Major Technology Parameters Used in Memory Hier-
archy Models

same arguments as before (see Section 4.1), we model both a 16:1
and 32:1 ratio of DRAM to SRAM array areas. This gives SRAM
array sizes of 512 KB and 256 KB respectively. This is unlikely
to be adequate for main memory, even for portable applications.
Conseguently, we assume that this is treated as an L2 cache, with
conventiona (off-chip) DRAM main memory as the next level in
the memory hierarchy.

4.4 Simulations

Table 3 shows the applications we used for our evaluations. Each
of these benchmarks is representative of current or potential future
applications for a portable computing device. For each of these
benchmarks and each of the architectural models in Table 1 we
calculated the performance of the system as well as the energy
consumed by the memory hierarchy, including caches, memory
buses, and main memory.

The benchmarkswere simulated using the multilevel cachesim-
ulator cachesi nb included with shade [43], atool from Sun
which integrates instruction set simulation and trace generation
with custom trace analysis. Activity at each of the levels of the
memory hierarchy was recorded. Additionally, the base cycles per
instruction (CPl), as if there were no stalls due to memory refer-
ences, was determined using spi xcount s andi f r eq, dynamic
instruction frequency profiling utilities also included with shade.
Fina performance numbers were computed by combining the base
CPI with the miss rates and latencies at the various levels of the
memory hierarchy.

The models for memory system energy consumption capture
the dominant effects in DRAM and SRAM memories. Technol-
ogy parameters were taken from typical DRAM circuits of the 64
Mb generation [24][47][44][27] and contemporary microprocessor
SRAM cache generations [11][26][9] (see Table 4), which repre-

sent the state of the art commercialy available in 1997. See the
Appendix for amore detailed explanation of how energy consump-
tion was calcul ated.

Our CPU model is similar to StrongARM, a single-issue, in-
order CPU that achievesremarkable energy efficiency. The off-chip
latency is the time to return the critical word. The CPU initially
stalls on cache read misses, then continues execution while the rest
of the cache block isfetched. We assume awrite buffer big enough
so that the CPU does not have to stall on write misses.

It should be noted that our energy models only address the en-
ergy consumed by the memory hierarchy, and not by the CPU core.
Previous work [3][10] has already addressed techniques for reduc-
ing the CPU energy consumption; it is presumed that any system
employing |RAM for reasonsof energy efficiency will employ many
of thesetechniques. Section 5.1 compares our resultsfor the energy
consumption of the memory hierarchy to the energy consumption
of alow power CPU.

5 Evaluation

5.1 Energy

Figure 2 shows the energy consumption of the memory hierarchy
for each of the benchmarks for each of the models. The energy
consumption is divided into its various components, including L1
instruction and datacaches, L 2 cache, main memory, and the energy
to drivethe busesto accessthe variouslevels. Only asinglevaueis
given for each configuration, including the DRAM configurations
where the CPU speed is varied, since the energy consumed by the
memory system, for a given voltage, does not depend on CPU
frequency.

As can be seen from the figure, the various IRAM configura
tions can significantly reduce the amount of energy consumed per
instruction compared to the corresponding conventional cases. For
the small chips, the memory hierarchy of the IRAM architectures
consumes as little as 29% of the energy of the corresponding con-
ventional architectures; for thelarge chipsIRAM consumes aslittle
as 22% of the conventional cases. In the worst case, the energy
consumption of the IRAM memory hierarchy is comparable to that
of the conventional models — either 116% or 76% for the small
and large chips respectively. Note that the valid comparisons here
are between the SMALL-CONVENTIONAL and SMALL-IRAM mod-
els, and between the LARGE-CONVENTIONAL and LARGE-IRAM
models. The SMALL and LARGE models correspond to different die
sizes and are not meant to be compared to one another.

The results can be understood by considering the following
equation that relates the energy consumption at each level of the
memory hierarchy with the frequency of accesses to the various
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Figure 2. Energy Consumption of Memory Hierarchy. The labels for the models are as follows: S-C = SMALL-CONVENTIONAL;
S1-16 = SvALL-IRAM with 16:1 DRAM to SRAM-cache area density ratio (i.e. 256 KB L2 cache); S-1-32 = SMALL-IRAM with
32:1 ratio (512 KB L2); L-C-32 = LARGE-CONVENTIONAL with 32:1 ratio (256 KB L2); L-C-16 = LARGE-CONVENTIONAL with 16:1 ratio
(512KB L2); and L-l = LARGE-IRAM. Thevauesatop the IRAM bars show theratios of energy consumption compared to the CONVENTIONAL
implementations. Ratios less than 1.0 indicate that IRAM consumes less energy per instruction.



Small Large
Conven- | IRAM || Conven- | IRAM
tional tiona

L1 access 0.447 | 0.447 0.447 | 0.447
L2 access - 156 2.38 -
MM access (L1 line) 98.5 - - 455
MM access (L2 line) - 316 318 -
L1to L2 Wbacks - 1.89 271 -
L1to MM Whbacks 98.6 - - 4.65
L2 to MM Whbacks - 321 323 -

Table5: Energy (in nanoJoules) Per Accessto L evelsof Memory
Hierarchy. Note that thistable is somewhat of an approximation.
For instance, the L2 cache access values vary somewhat depending
on whether the access is aread or awrite, as well as on the size of
the cache. The average is shown.

levels(see Table5). Itisclosely modeled after thefamiliar equation
for average memory access time [18]:

Energy per instruction =
AE 1 + (MRL]_ X (1 + DPL]_)
x (AEL2 + (MR2 x (1+ DPy»)
x AEqff-chip)))

where AE = access energy,
MR = missrate,
and DP = dirty probability.

Itisclear fromthiseguation that there aretwo waysto reducethe
energy consumption per instruction: 1) reduce the energy to access
various levels of the memory hierarchy; 2) reduce the frequency of
accesses to lower levels (i.e. reduce the missrate). IRAM has the
ability to deliver both.

There are two magjor sets of reductions of energy per access
for a given level of an IRAM memory hierarchy — the differences
between DRAM and SRAM and the differences between on-chip
and off-chip accesses. For accessesthat hitinthesecond level cache,
accessing aDRAM array is more energy efficient than accessing a
much larger SRAM array of the same capacity (see Table 5), mostly
because the interconnect lines are shorter and the related parasitic
capacitances are smaller. More striking is the comparison between
on-chip and off-chip main memory, whichis DRAM in both cases.
Having the DRAM on-chip saves energy in three ways. First,
accesses to the high-capacitance, off-chip bus are avoided. Second,
with the multiplexed address scheme of conventional DRAMS, the
short row address will select a larger number of DRAM arrays
than needed to deliver the desired number of bits. On an IRAM,
the entire address is available at the same time, which allows the
minimum required number of arrays to be selected.® Finally, an
externd DRAM with anarrow pin interface will need to go through
a number of column cycles to deliver an entire cache block, using
additional energy to decode the column address and drive the long
column select lines and multiplexersin every cycle. Thisenergy is
saved with an on-chip DRAM, which can deliver the entire cache
linein onecycle.

The big win for IRAM comes from reducing the frequency of
accesses to lower levels of the memory hierarchy. By having a
DRAM array on-chip instead of an SRAM array, the on-chip mem-
ory can be much larger. Consequently, the IRAM configurations

3This might mean a corresponding increase in the number of cycles needed to
refresh the entire memory, but with aminor increase in complexity an on-chip DRAM
could separate the refresh operation from the read and write accesses and make it as
wide as needed to keep the number of cycleslow.

will have much lower off-chip miss rates and will not have to pay
the significant energy penalty for going off-chip as frequently. For
example, the off-chip (L1) missrate for the go benchmark is 1.70%
on the SMALL-CONVENTIONAL resulting in an off-chip energy cost
of 2.53 nanoJouleg/instruction and a total memory system energy
consumption of 3.17 nJI. For the SMALL-IRAM case with a 32:1
DRAM to SRAM density ratio, although thelocal L1 missraterises
t0 3.95% (the L1 caches are only 8 KB each instead of 16 KB), the
large L2 cache reduces the global off-chip (L2) missrate to 0.10%.
This contributes to the result of an off-chip energy cost of 0.59 nJ/I
and atotal memory system energy consumption of 1.31 nJ/I. These
are respectively 23% and 41% of the conventional values. In the
LARGE-IRAM case, where the main memory array is on-chip, al
memory accesses can be satisfied without paying this high energy
cogt, offering the potential to even further reduce the energy con-
sumption. The degree of improvement for IRAM depends on the
nature of the application. Memory-intensive applications are much
more likely to benefit by having access to much more memory than
compute-intensive applications. If an application aready fitswithin
the available on-chip memory in a conventional approach, having
still more memory will not provide a significant benefit.

There are some minor offsetting factors. For example, the
SMALL-IRAM configuration hasan L1 cachethat is half of the size
of the SMALL-CONVENTIONAL configuration, giving it a higher L1
missrate and forcingit to accessitsnext level (L2 DRAM cache) on
someoccasionsin which the SMALL-CONVENTIONAL case hitsinits
L1 cache. Thisfactor issmall enough compared to the savingsfrom
going off-chip less often that, in most cases, there is a significant
reduction in the energy consumption of the memory hierarchy by
integrating the processor with DRAM.

Another offsetting factor arises from the particulars of the ar-
chitectural modelsthat we chosefor our simulations. TheL1 cache
block sizes are 32 Bytes, while the L2 block sizes are 128 Bytes.
As aresult of this, main memory accesses that have to perform a
cache fill consume more energy on the SMALL-IRAM model than
they do for SMALL-CONVENTIONAL (see Table 5). This causes some
anomalous cases (See noway and ispell in Figure 2) in which the
energy consumption of the memory hierarchy for an IRAM imple-
mentation is actually greater than for a corresponding conventional
model. Thisillustratesthat the choice of block size isimportant for
energy efficiency. While there has been atrend over time towards
larger block sizes, fetching potentially unneeded words from mem-
ory may not be the best choice, depending on the memory access
patterns of a given application, when energy consumption is taken
into account.

By comparing our energy results to some known values from
StrongARM, we can perform a quick validation of a portion of
our energy consumption models. StrongARM dissipates 336 mW
while delivering 183 Dhrystone MIPS. Of this, 27% of the power
consumption comes from the |Cache [25]. Thistrandatesinto 0.50
nanoJoules per instruction. The energy consumption of the |Cache
in our simulationsisfairly consistent across all of our benchmarks,
at 0.46 nJ/l.

Our results presented so far only include the energy consump-
tion of the memory hierarchy. Using an analysis similar to that
above, we can place our results in the context of the energy con-
sumption of a CPU combined with memory. As stated earlier, the
on-chip caches on StrongARM consume 43% of the power, leav-
ing 57% for the CPU core. Based on the same 336 mW and 183
MIPS figures noted above, this trandates into 1.05 nanoJoules per
instruction. For a memory-intensive application, this is a small
portion of the energy consumed by the CPU and external memory.
Thus, improving the energy of the memory hierarchy leads to a
noticeabl e reduction in the energy dissipated by the CPU and mem-
ory. For example, for noway, comparing the energy consumption of
LARGE-CONVENTIONAL (with 32:1 DRAM to SRAM density ratio)



to LARGE-IRAM, and adding 1.05 nJ/I for the CPU core, showsthat
IRAM (1.82 nJ/) uses only 40% of the energy of the conventional
model (4.56 nJ/l). For more compute-intensive applications, the en-
ergy consumed by the CPU dominatesthat of thememory hierarchy.
However, even for compute-intensive applications, the memory hi-
erarchy is still relevant and represents a significant portion of the
total energy consumption, especially when on-chip accesses are
considered. Even if an application is entirely cache-resident, some
energy will be consumed to access the caches.

5.2 Performance

While the primary motivation for this study is energy efficiency, it
is a'so important to ensure that energy efficiency can be obtained
while demonstrating comparable performance.

Table 6 showsthe performance of each of the models, assuming
a 32:1 DRAM to SRAM-cache area density ratio, on each of the
benchmarks. This is shown for the range of frequencies for the
CPU core implemented in a DRAM process compared to a logic
process discussed earlier, from 0.75 times as slow for the CPU in
alogic process to equal in speed. For the small chips, the IRAM
architectures range from 0.78 to 1.50 times the performance of
the corresponding conventional cases. For the large chips, IRAM
ranges from 0.76 to 1.09 times the performance.

There are two opposing factors that determine the speed of
the IRAM architectures relative to the conventional architectures.
Which of these factors will dominate is a function of both the
physical organization and the application. For an application that
is compute-intensive and is not heavily dependent on the memory
hierarchy, it is possible that a naive IRAM architecture will have
lower performance than a conventional processor. The processor’'s
operating frequency may initially be limited by the DRAM process
in which it is implemented, and a compute-intensive application
will likely be adversely impacted by such a slowdown.

For an application that isheavily dependent onthe memory hier-
archy andisalready not fully utilizing the CPU, however, IRAM has
the potential for alarge performance gain. Many more of the mem-
ory accesses can be satisfied in the low-latency, high-bandwidth
on-chip memory, due to the much higher density of DRAM than
SRAM. For instance, Cvetanovic and Bhandarkar [7] found that a
300 MHz Alpha 21164 microprocessor spendsabout 75% of itstime
in the memory hierarchy for database and matrix computations. As
the performance gap between processors and memory continues to
increase, as applications have more demanding memory require-
ments, and as DRAM capacities continue to increase beyond the 64
Mb used in this study, the performance advantages of IRAM will
grow.

The performance results of this study are, unfortunately, not
impressive. One important conclusion from this is that, for these
benchmarks, an IRAM implementation of a conventiona architec-
tureisnot likely to lead to dramatic performance gains. Thisiscon-
sistent with other preliminary IRAM investigations [33][32][22].
This illustrates the importance of investigating new performance-
oriented architectura ideas and organizations that can take better
advantage of the lower latency and dramatically higher bandwidth
between the processor and memory that IRAM offers.

6 Related Work

Other researchers haveinvestigated aclose integration of processors
and memory. However, previous discussions have concentrated on
the potential performancebenefits. Thispaper isthefirst to quantify
the energy efficiency advantages of IRAM.

Commercial products integrating DRAM and logic include
graphics accelerators from NeoMagic [29] and Accelerix [1], and

a chip from NEC that combines 16 Mb of DRAM with 128 8-
bit processors for image-processing applications [2]. In addition,
Mitsubishi has announced the M32R/D, which integrates a proces-
sor, 2KB of SRAM cache, and 2 MB of DRAM and is targeted at
personal digital assistants [41][22]. They state that integrating a
processor with memory significantly reduces power dissipation.

Researchers at Sun [40] evaluated the performance of a RISC
processor on a 256 Mb DRAM, using the sense amps as caches.
They arbitrarily limited their additions to be about 10% of the
DRAM size, and found that they could achieve comparable in-
teger performance and about half the floating point performance
compared to a 1995 DEC Alpha. Other research projects investi-
gating processor-memory integration include the Galileo project at
the University of Wisconsin [13], the PPRAM project at Kyushu
University in Japan [34], and the Processor-in-Memory Technol-
ogy Infrastructure Development project at the University of Notre
Dame.

7 Future Work

There is much more work to be done in this area, concerning both
low level circuit issues and high level architectural issues. The
physical implications (including temperature and noise) of closely
integrating logic and memory need to be studied. For instance, as
arule of thumb, for every increase of 10 degrees Celsius, the min-
imum refresh rate of a DRAM is roughly doubled [15]. Research
in process development would be useful in this and other areas.
Perhaps the best realization of processor-memory integration can
be achieved in a hybrid CMOS process that incorporates the best
features of both logic and DRAM processes.

Also, as we suggested in Section 5.1, it would be useful to
quantify the energy dissipation impact of cache design choices,
including block size and associativity.

Finaly, an IRAM organization gives us the opportunity for
both lower latency and dramatically higher bandwidth between the
processor and memory. Investigating new ideas and organizations
that can turn these opportunities into significantly increased per-
formance is an exciting and open area of research in architecture
as well as compilers and operating systems. While this study con-
centrated on the benefits of IRAM for energy-conscious systems,
this is certainly not the only realm in which IRAM may play an
important role in redefining our notion of processor and memory
system design.

8 Conclusion

We have quantified the energy efficiency advantagesof IRAM mem-
ory hierarchies, relativeto traditional memory hierarchies, by apply-
ing models of energy consumptionin DRAM and SRAM memories
to results of cache simulations of severa applications reflective of
personal productivity tasks on low power systems.

We found that IRAM memory hierarchies consume as little as
22% of the energy consumed by a conventional memory hierarchy
(with on-chip L1 and L2 caches) for memory-intensive applica-
tions. They do sowhiledelivering comparable system performance.
When placed in the context of the energy dissipated by a high per-
formance, low power CPU, we found that the energy consumed
by an IRAM memory hierarchy combined with an energy efficient
CPU core is as little as 40% of that consumed by that same CPU
core combined with a traditional memory hierarchy.
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Small Large
Conven- IRAM Conven- IRAM

benchmark tional (75X) [ (10X tional (75X) [ (@0X)

hsfsys 138 | 112 (0.81) | 150 (1.08) 149 | 114 (0.77) | 152 (1.02)
noway 111 | 99(0.89) | 132(1.19) 127 | 104 (0.82) | 139(1.09)
nowsort 109 | 104 (0.95) | 138(1.27) 136 | 110(0.81) | 147 (1.08)
gs 119 | 107 (0.90) | 142 (1.20) 141 | 109 (0.78) | 146 (1.04)
ispell 145 | 113(0.78) | 151 (1.04) 149 | 115(0.77) | 153 (1.03)
compress 91 | 102 (1.13) | 137 (1.50) 127 | 104 (0.82) | 139 (1.09)
go 97 | 96(0.99) | 128 (1.31) 128 | 98(0.76) | 130 (1.02)
perl 136 | 106 (0.78) | 141 (1.04) 140 | 107 (0.76) | 142 (1.01)

Table 6: Performance (in MIPS) of IRAM ver sus conventional processors, asa function of processor slowdown in a DRAM process.
Only the modelswith the 32:1 DRAM to SRAM-cache area density ratio are shown. The valuesin parentheses are the ratios of performances
of the IRAM models compared to the CONVENTIONAL implementations. Ratios greater than 1.0 indicate that IRAM has higher performance.
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Appendix

Energy dissipation modeling

The dominant factors of energy consumption in SRAM caches,
DRAM caches, and external memory were captured in a spread-
sheet. Typical valuesof circuit parameters, such asbit and word line
capacitances and memory bank dimensions, were used [24][47][21]
[27][44][11][26][9] (see Table 4).

The dominant factor in DRAM energy dissipation isthe capaci-
tance of the bit lines being driven to the power supply rails. SRAM
power dissipation is dominated by the sense amplifiers when read-
ing, because the swing of the bit lines is low. However, to write
the SRAM, the hit lines are driven to therails, so their capacitance
becomes the dominant factor when writing. For large arrays of
SRAM and DRAM, driving the data into or out of the array and
distributing the address to the row decoders also plays a signifi-
cant role. Current-mode signaling is used for the datal/O, whichis
more energy efficient than voltage-mode [44]. Finally, thereissome
“background” power consumption, whichismostly cell leakage for
SRAM and refresh power in the case of DRAM. Thisis normally
very small, but can become non negligible when a memory is ac-
cessed rarely.

For all architectural models, the first-level instruction and data
caches were closely modeled after the StrongARM caches, which
are 32-way set-associative and are implemented as 16 banks. The
tag arrays are implemented as Content-Addressable Memories
(CAMs). This was done mainly to reduce power, since the con-
ventional way of accessing a set-associative cache, reading al the
linesinaset and then discarding all but one, isclearly wasteful. The
second level unified cache is assumed to consist of the appropriate
number of 512-by-256 DRAM banks, or 512-by-128 SRAM banks.
Thisisorganized in the conventional way, sinceit is direct mapped.

The IRAM model consistsof 512 128K bit sub-arrays, like some
high-density DRAMs [27]. On-chip L2 caches, as well as the
on-chip main memory, have 256-bit wide interfaces to the first
level caches. In the case of IRAM, thisis a significant departure
from the common 4- to 16-bit wide memories and one of the main
performance and energy advantages of IRAM-based architectures.

For external memory, for a fair comparison we used a single
64Mbit chip. This of course assumes that such chips with 32-bit
wideinterfaceswill be available. Thischoice clearly minimizesthe
external memory power, both in the DRAM chips themselves (just

onein our case) and in the bus, which is as small as possible. If
such chips are not available, external power consumption will be
higher and the IRAM advantage more pronounced.

Having calculated the energy dissipated in the various parts of
the memory system each timethey are accessed, theenergy required
for each memory operation is easily computed. For example, a
primary cache read miss that hits in the secondary cache consists
of (unsuccessfully) searching the L1 tag array, reading the L2 tag
and data arrays, filling the line into the L1 data array, updating
the L1 tag and returning the word to the processor. In addition,
a writeback may be needed. Individua energy components are
summed to yield the total energy for this operation. Such results
are combined with the missrates, dirty probabilities and read/write
frequencies reported by shade to calculate the average energy per
instruction.
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